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ABSTRACT The purpose of this article is to analyse the emotional evolution of the netizens in reaction to
the events of the Anti-ELAB (Anti-Extradition Law Amendment Bill) movement in Hong Kong. We attempt
to investigate evolving laws of large-scale Internet public opinion events and provide relevant agencies with
a theoretical basis for a public opinion response mechanism. On the basis of improving the Bidirectional
Encoder Representations from Transformers (BERT) pre-training task, we add in-depth pre-training tasks,
and based on the optimisation results of the LDA topic embedding, we integrate deeply with the LDAmodel
to dynamically present the fine-grained public sentiment of the event. Through the collection of large-scale
text data related to the Anti-ELAB Movement from a well-known forum in Hong Kong, a BERT-LDA
hybrid model for large-scale network public opinion analysis is constructed in a complex context. Through
empirical analysis, we calculate and reveal the emotional change process of netizens and opinion leaders in
the three transition stages of the Anti-ELAB Movement with the evolution of the topic word as the core by
visualisation.We also analyse the emotional distribution and evolution trend of public opinion under the ‘text
topic’, and deeply analyse the character and role of opinion leaders in Anti-ELAB public opinion events.
The improved BERT-LDA model or sentiment classification AUC value exceeds 99.6% in the sentiment
classification task for the Anti-ELAB Movement.

INDEX TERMS BERT-LDA hybrid model, large-scale Internet public opinion, emotional evolution,
the anti-ELAB movement.

I. INTRODUCTION
In June 2020, on the first anniversary of the birth of the
Anti-ELAB Movement, the National Security Law was offi-
cially promulgated and implemented in Hong Kong. Since
the inception of the Hong Kong Anti-ELAB Movement
in June 2019, and under the guise of peaceful gatherings,
the opposition and some radical forces have deliberately
attacked the police, smashed the Legislative Council building,
defaced the national emblem, and torn down the national flag.
The haze of illegal incidents continues to spread. Although
the Hong Kong SAR government has repeatedly expressed
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its sincerity and goodwill, violent activities by the opposi-
tion have been escalating, the social impact has continued
to increase, and the rule of law in Hong Kong society has
been openly disrupted. These activities have attracted great
attention both from the central and Hong Kong governments.
The movement is regarded as being the largest social unrest
in Hong Kong for 52 years, since the 1967 riots, and the
most serious political crisis since Hong Kong was returned
to China in 1997. The evolution of the Anti-ELAB Move-
ment in Hong Kong is closely related to the development of
local public opinion. As a large-scale Internet public opinion
event, massive amounts of text comment data have been
generated on the Internet. How to analyse valuable public
opinion and sentiment information from a massive amount of
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public comments on the Internet is in the research category of
big data affective computing and sentiment analysis [1], [2]
which can be used in order to strengthen the monitoring
of the Anti-ELAB Movement, and provide a public opinion
response mechanism.

Sentiment analysis is becoming increasingly widely used
to process data from online communities, blogs, Wikis,
Weibo platforms and other forms of social media [3]. Sen-
timent analysis is also beginning to be applied to financial
forecasting [4], political forecasting [5], e-tourism [6], and
user profiles [7], among other fields. Although most authors
approach it as a simple categorisation problem, sentiment
analysis is actually a suitcase research problem [8], and many
NLP tasks remain to be solved, including aspect extrac-
tion [9], word polarity disambiguation [10], sentiment and
sarcasm classification with multitask learning [11].

In recent years, deep learning has gradually replaced
traditional emotion analysis methods based onmachine learn-
ing [1]. Konate and Du [12] proved that a deep learn-
ing model based on a single-layer convolutional neural
network (CNN) performed better than machine learning,
by applying sentiment analysis to multilingual text on Face-
book. In addition, the difficulty of manual label acquisition in
supervised learning means that experts are needed to formu-
late rules and perform manual labelling. Unsupervised learn-
ing lacks label guidance, and the effect is often unsatisfactory.
Semi-supervised learning is therefore an effective solution.
Hussain and Cambria [13] constructed a semi-supervised
learning model for social data analysis, and showed that
emotion recognition and polarity monitoring could be sig-
nificantly improved. Akhtar et al. [14] proposed a stacked
ensemble method for intensity prediction of sentiment and
emotion, which proposed model performs significantly better
than the state-of-the-art systems on the tasks of sentiment pre-
diction of financial microblog messages and news headlines.

However, most of the above sentiment analysis methods
use pre-trained word vectors as the basis of the model. These
methods often use a unique word embedding representation
for each word. Since this approach obviously cannot cor-
rectly represent polysemous words, we need to be able to
accurately understand the semantics of each word in combi-
nation with the specific context. Although Perter et al. [15]
proposed ELMo (Embeddings from Language Models) in an
attempt to solve the above problems through a pre-trained
bidirectional language model based on a stacked bidirec-
tional LSTM, this approach was still limited by the coding
ability of LSTM and the computational speeds of complex
models. Devlin et al. [16] designed a BERT model with a
multi-layered transformer encoder structure that was based on
the transformer encoder constructed by Vaswani et al. [17],
an approach which effectively solved the difficulties with par-
allel computing and depth with a LSTM pre-training model.
The stacking model is difficult to converge and other issues,
which broke the highest record of 11 NLP test tasks in the
GLUE benchmark.

Although BERT has performed well in many NLP tasks,
some scholars have questioned the perfect performance of
BERT [18], [19]. Some scholars also proposed an improved
model based on the BERT pre-training model. Liu presents a
replication study of BERT, and he found that hyperparameter
choices have a significant impact on the final results [20].
Joshi introduces a span-level pretaining approach that con-
sistently outperforms BERT, with the largest gains on span
selection tasks such as question answering and corefer-
ence [21]. Liu aims to combine Multi-task with BERT so that
the model can be trained on more data and get better transfer
ability at the same time [22]. The experimental corpus of
the paper contains expressions in complex contexts such as
Chinese and English, Cantonese, traditional characters, emo-
jis, and so on. However, BERT lacks the input of a large-scale
emotional corpus with a mixed context in the pre-training
stage, causing it to hit a bottleneck when performing sen-
timent analysis tasks. In addition, the sentiment analysis
method based on BERT has difficulties mining the semantics
hidden behind the massive texts. Therefore, on this basis,
we have made relevant improvements to the pre-training task
of the BERT model and added a deep pre-training task [23].
Meanwhile, this is deeply integrated with the LDA topic
model to increase the fine-grained sentiment topic analy-
sis. We tried to solve two problems in our research: the
first was how to improve and design the pre-training and
in-depth pre-training tasks of the BERT model to achieve
public sentiment classification in complex contexts. The sec-
ond is how to deeply integrate the advantages of the BERT
and LDA models so that the improved BERT-LDA model
cannot only make up for the deficiencies of the LDA bag-
of-words model, but also provide topic-dimensional seman-
tic information for sentiment analysis tasks of large-scale
complex text. In this way, we can fully grasp the neti-
zen’s emotional evolutionary context of the Hong Kong
Anti-ELABMovement, explore the evolutionary laws of such
large-scale public opinion incidents, and provide a theoreti-
cal basis for government departments to formulate effective
measures.

The main contributions of our proposed work are high-
lighted below: a) we effectively integrate the LDA topic
model and the BERT word embedding model to optimize
the topic vector to realize topic clustering; b) We improved
the BERT pre-training task and superimposed the deep pre-
training task; c) We propose a large-scale network public
opinion event sentiment evolution analysis model. Simulation
experiments show that the model has the advantages of high
accuracy and high topic relevance.

The remainder of the paper is organized as follows:
Section II introduces the LDA topic optimization model and
the BERT deep learning improvement model, and describes
our proposed model and algorithm in detail; empirical analy-
sis of the Internet public opinion and sentiment in Hong Kong
Anti-ELAB movement are presented in Section III; finally,
Section IV concludes this paper.
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II. CONSTRUCTION OF A LARGE-SCALE INTERNET
PUBLIC OPINION EMOTION EVOLUTION MODEL
BASED ON BERT-LDA
A. LDA TOPIC EXTRACTION OPTIMISATION MODEL
The LDA model gives the topic of each document in the
document set in the form of a probability distribution and
then performs topic clustering or text classification accord-
ing to the topic distribution [24]. The modelling process
is shown in Fig.1. We first define the document set D =
{di|i ∈ {1, 2, . . . ,M}} which is composed of M documents;
The document di = {dis|s ∈ {1, 2, . . . , S}} contains S sen-
tences, and di =

{
wij|j ∈ {1, 2, . . . ,Ni}

}
consists of Ni

words. Each word corresponds to a potential topic. The topic
set corresponding to di is zi = {zij|j ∈ {1, 2, . . . ,Ni;
Therefore, the total number of topics in document set D is
l =

∑M
i=1 count(zi), and the total number of words is N =∑M

i=1 Ni. The LDA modelling process can be analysed as
follows:

FIGURE 1. LDA topic analysis model.

Step 1: Set the initial probability of each document di
to P(di);
Step 2: Given the parameter α, which obeys the Dirichlet

distribution, sample from the distribution to generate the topic
distribution θi for document di;
Step 3: Sample from the topic distribution θi to generate

the theme zij of the jth word in the document di;
Step 4: Given the parameter β which obeys the Dirichlet

prior distribution, sample from this distribution to generate
the word distribution ϕzij of topic zij;
Step 5: Generate word wij from the word distribution ϕzij .
Set the joint distribution of all variables in the LDA model

as shown in (1):

P (wi, zi, θi,8 |α , β)

=

Ni∏
j=1

P(wij
∣∣ϕZij )P(zij |θi)·P(θi |α)· P(8 |β) (1)

where α and β obey the prior Dirichlet distribution; θi is the
probability distribution of the text topic; P(θi |α) is the ‘text
topic’ distribution probability of the document di generated
by the Dirichlet prior parameter α;P(zij |θi) is the topic proba-
bility corresponding to the jth word of the sampled document
di in the topic distribution θi;P(8 |β) is the Dirichlet prior

parameter β to generate the ‘topic word’ distribution matrix
of topic zij;P(wij

∣∣ϕZij ) is the probability of generating word
wij in word distribution ϕzij .

The next step is to use the Gibbs sampling algorithm to
estimate the parameters, iterative sampling until convergence
and obtain the ‘topic word’ distribution matrix ϕ and ‘text
topic’ distribution θ . In the calculation of the original model,
the topic vector µ is calculated from the cosine distance
between the high-frequency words of each topic and the doc-
ument. Subject words are limited by the traditional structure
of the LDA bag-of-words model, which cannot effectively
combine the semantic and contextual information of the text,
and the quality of word segmentation technology has a greater
impact on the calculation results of µ. In order to obtain a
better topic vector, we fused theword embedding in the BERT
model with the topic representation of the LDA model and
obtained the optimised topic embedding µ’ through iterative
calculation of word weights. This approach is expected to
provide more accurate topic semantic information for emo-
tion simulation for large-scale complex texts.

B. IMPROVED BERT DEEP LEARNING MODEL
Bidirectional Encoder Representations from Transformers
(BERT) [16] is a language pre-training model based on
the bidirectional Transformer structure released by Google
in 2018. By masking language model (MLM) and next sen-
tence prediction (NSP) tasks, the semantic representation
ability of the model is enhanced. It also relies on Trans-
former’s powerful feature extraction and fine-tuning transfer
learning capabilities to make it stand out in a number of NLP
tasks. In order to improve accuracy of sentiment classification
tasks in the analysis of fine-grained, large-scale complex
text, we retain the BERT basic model, and add the deep
pre-training task on the basis of improving the pre-training
task. At the same time, we embed the topic optimisation
results of the LDA model in Part A of Section II into the
BERT pre-training and fine-tuning stages, so that the model
can simultaneously learn text features such as syntax, seman-
tics, and topics when performing sentiment classification
tasks. The improved BERT model is shown in Fig. 2.

We set ω, δ, and ρ as the word embedding, segment
embedding, and position embedding of the text; Trm stands
for Transformer encoder unit;d ′i =

{
w′ij|j ∈ {1, 2, . . . ,Ni}

}
is a vector set of words in the document di that incorporates
an improved full-text semantic information. For the special
characters inserted in the text, we have made the following
definitions (see Table 1).

According to Fig.2, after the word segmentation document
di =

{
wij|j ∈ {1, 2, . . . ,Ni}

}
is input into the model, each

word is mapped to the sum of three vectors wij (ω C δ C ρ).
They are collectively referred to as word vectors. In the
process of improvement, the word vector wij (ω C δ C ρ)
is combined with the topic vector optimised by LDA to
obtain the word vector wij (ω C δ C ρ C µ′) that integrates
the better topic vector. These are then passed into the
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FIGURE 2. Structure of Improved BERT Model.

TABLE 1. Cross-references of text special characters.

bidirectional Transformer encoder. In order to learn more
information from the model, the Transformer encoder con-
nects the multi-headed attention and feed-forward [25]
through a residual network structure. The multi-headed
mechanism performs multiple linear transformations on the
input vector to obtain different linear values, and then calcu-
lates the attention weight. The calculation process is shown
in (2) and (3):

MultiHead (Q,K,V)

= Concat(head1, head2, . . . , headh)WO (2)

head f = Attention
(
QWQ

f ,KW
K
f ,VW

V
f

)
(3)

where Q, K, V are the input word vector matrix. We calculate
Attention afterQ,K, andV are mapped through the parameter
matrix, and the calculation results are spliced after repeat-
ing h times. head f = {head f |f ∈ {1, 2, . . . , h represents
the fth hyperparameter header. WO is the weight matrix.
WQ
f ,W

K
f ,W

V
f represents the weight matrix ofWQ,WK ,WV

corresponding to the fth hyperparameter head.
Thus, the Transformer encoder learns and stores the

semantic relationship and grammatical structure information
of the document d i, since the document d i incorporates

better topic feature vectors after the improvement of the
BERT model. Therefore, the improved document d ′i ={
wij′|j ∈ {1, 2, . . . ,N i}

}
is connected to the output layer of

softmax through special characters [CLS] to adapt to Transfer
Learning under multi-tasking. The combination of the feature
vector of the topic optimisation information and the BERT
word embedding is expected to improve the accuracy and give
a finer-grained model for large-scale complex text emotion
evolution analysis.

C. SENTIMENT EVOLUTION ANALYSIS MODEL OF
LARGE-SCALE INTERNET PUBLIC OPINION
BASED ON IMPROVED BERT-LDA
The sentiment analysis model aims to analyse accurately
the process of emotional evolution of large-scale Internet
public opinion, grasp the characteristics and rules of group
emotional evolution, and assist government departments to
quickly form an effective public opinion response mech-
anism. We propose the improved BERT-LDA simulation
model for the public opinion sentiment evolution (Fig.3).
First of all, the corpus TB is pre-trained in the BERT gen-
eral domain, after data pre-processing and complex corpus
dictionary construction, the text word vectors were mapped,
and then the train the LDA model and construct BERT senti-
ment classifier. Secondly, the corpus TW is used to perform
in-depth pre-training of the BERT target field on the con-
structed sentiment classifier. Finally, the Epoch training
results are transferred to the BERT fine-tuning model, and
the LDA topic emotion calculation is performed.

Because the BERT model lacks emotional corpus training
in the pre-training stage, it performs poorly when carrying
out sentiment classification tasks. Therefore, we formulated
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FIGURE 3. Improved BERT-LDA Large Scale Network Public Opinion Sentiment
Classification Model.

a new pre-training task for BERT and introduced an improved
pre-training corpus; TB = {TBi|i ∈ {1, 2, . . . ,M}}. That
is to say, on the basis of the original Chinese Wikipedia
corpus, the emotional corpus of Sina Weibo and Baidu Tieba
is added, so that the model can learn more emotional informa-
tion. At the same time, the public Sina Weibo annotation set
and a small amount of specific event emotional annotation
set TW are introduced as the BERT deep pre-training cor-
pus. Finally, we define TC =

{
TC i|i ∈ {1, 2, . . . ,M}

}
as the sentiment classification task corpus of a specific
event.

The specific improved model algorithm is described as
follows:
Step 1: Data pre-processing and construction of a complex

corpus dictionary. We input the corpus TB and perform data
pre-processing such as word segmentation and delete stop
word. Then, we count word frequency information, extract
high-frequency words and add special characters to form
a complex corpus dictionary; each word corresponds to a
unique index.

Step 2: Text vectorisation and LDA model training. After
the corpus TB is input to the BERT pre-training model, each
word is mapped into a word vector TBij (ω C δ C ρ). Next,
this is input into the LDA model to assist in training the topic
vector µ. After iterative calculation, a better topic vector µ′

is obtained. In other words, the probability distribution of
one optimal topics and different ‘topic words’ is calculated,
and the word vector fused with the topic vector is obtained
followed by the TBij (ω + δ + ρ + µ′).
Step 3: Building the BERT sentiment classifier. We pass

the feature vectorTBij (ω C δ C ρ C µ′) output by Step 2 into
the bidirectional Transformer encoder. Then we construct a
single-layer neural network to connect the output vector cor-
responding to [CLS] in Transformer as a classifier to perform
sentiment classification (SC) tasks. At the same time, MLM
and NSP tasks are retained, which are connected to the output
vectors corresponding to [MASK] and [CLS] respectively.
Step 4: Deep pre-training of BERT target field. In the

neural network constructed by Step 3, we input the corpus
set TW, set the initial learning rate, batch size, dropout rate,
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and epoch training times. In order to avoid over-fitting in
the training process, the Adam optimisation algorithm [26]
is used to find the best learning rate. Also, we use AUC [27]
as an index to test the evaluation effect of the epoch model.
The F1 score [28] is used to find the best threshold for positive
and negative emotion classification, and the sum of the losses
of the three tasks [29] of MLM, NSP, and SC is used as the
loss function of the deep pre-training model:

Loss = λ1LossMLM + λ2LossNSP + λ3LossSC (4)

where λ is the weight distribution of the three tasks. Finally,
the results of epoch training are output.
Step 5: BERT fine-tuning and LDA topic emotion calcula-

tion. The epoch training results of step 4’s deep pre-training
model are transferred to the fine-tuning model, and the TC of
corpus is input for data pre-processing. Then the sentiment
value E (TC i) is calculated of each document TC i to obtain
the coarse-grained sentiment classification result RTC:

RTC = (MnEpos(TC i),MnEneg(TC i),

VarEpos(TC i),VarEneg(TC i)) (5)

where E (TC i) is conditionally judged according to Boolean
expression. When E (TC i) > 0, it is judged as positive
emotion; when E (TC i) < 0, it is judged as negative emotion.
According to the conditional judgment results, we calcu-
late the positive emotion mean value MnEpos(TC i), negative
emotion mean value MnEneg(TC i), positive emotion vari-
ance value VarEpos(TC i) and negative emotion variance value
VarEneg(TC i). Then the RTC is integrated into the time series
text set TC_time:

TC_time = {(TC1, time1), (TC2, time2), . . . , (TCM , timeq)}

(6)

where time contains q time slices, the coarse-grained ‘text
time’ emotional temporal evolution result time_RTC is
obtained

time_RTC = {time_RTC1, time_RTC2, . . . , time_RTCq} (7)

Next, we input the corpus TC into the optimised LDA topic
model for the iterative calculation to obtain the document
distribution TTC corresponding to the ‘topic word’ under L
optimal number of topics. It is integrated into the time series
text set to get the time series evolution results under different
LDA topics.

Finally, the document distribution TTC corresponding to
the ‘topic word’ is combined with the ‘text time’ sentiment
sequence evolution result time_RTC to obtain the multidi-
mensional and fine-grained ‘text topic’ sentiment analysis
result:

time_TTC = {(time_TTC1, l) ,

(time_TTC2, l) , . . . ,
(
time_TTCq, l

)}
(8)

By constructing an improved BERT-LDA evolution analy-
sis model, we can not only fully combine contextual semantic

information (thus making up for the lack of an LDA bag-
of-wordsmodel) and train better topic vectors, but also deeply
integrate the optimised topic vectors with BERTword embed-
ding. Finally, we obtain finer-grained and more accurate
results for text topic clustering and public opinion evolution
analysis.

III. AN EMPIRICAL ANALYSIS OF INTERNET PUBLIC
OPINION AND SENTIMENT IN HONG KONG
ANTI-ELAB MOVEMENT
A. DATA SOURCES
In order to analyse deeply the public opinion and the pro-
cess of emotional evolution of netizens behind large-scale
public opinion incidents which are part of the Hong Kong
Anti-ELABMovement, we used ‘Xiu Li’, ‘Fan Song Zhong’,
‘Tao Fan Tiao Li’, and ‘Yin Du Tiao Li’ as search keywords
to build a Python crawler framework. We captured the posts
and comment data regarding the Anti-ELABMovement from
a well-known forum in Hong Kong from 0:00 on 25 April,
2019, to 24:00 on 20 August, 2019, ultimately collecting
125,963 posts and comment data (i.e. corpus TC) in complex
contexts such as Cantonese, Chinese, and English, as well
as emoticons. First, we performed text data pre-processing
on the corpus TC. Specifically, we used the Translate func-
tion of Baidu API to process the comment text data from
traditional to simplified and Cantonese to Chinese. Secondly,
we used Python regular expression findall and subn functions
to extract the English words in the comment text, and then
backfilled them after machine translation, having performed
regular expression matching and Sinicization on the emojis
in the comment text. Third, batch Chinese word segmentation
of the text was realised by calling on the Segmentor function
in the LTP word segmentation tool of the Harbin Institute of
Technology. Finally, we eliminated invalid data andmeaning-
less URLs. Through iterative processing, 105,349 valid data
(including 6,066 posts and 99,283 comments) were obtained.
The data set was classified into a training set and a test set
according to the ratio 7:3; 73,744 and 31,605 respectively.

B. ITERATIVE OPTIMISATION OF PRE-TRAINING AND
DEEP PRE-TRAINING MODELS
In accordance with Steps 1 to 4 in the algorithm of part C of
Section II, first, we input the corpus TB including Chinese
Wikipedia, Sina Weibo, and Baidu Tieba, yielding a total
of 9,352,561 entries. We filtered 26,523 words and special
characters with high frequency to form a complex corpus
dictionary. Then, the corpus TB was vectorised and LDA
subject training was performed. The document TBi after the
word segmentation of the corpus TB was transformed into a
document TBi composed of Ni word vectors TBij(ω C δ C ρ)
and input into the LDAmodel. The Gibbs sampling algorithm
was used to obtain the parameters θ and ϕ, and then the nor-
malised pointwise mutual information (NPMI) [30] was used
as the evaluation index of topic relevance. The optimal topic
number l and the co-occurrence frequency matrix of ‘topic
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TABLE 2. Average topic relevance.

word’, as well as the word vector and topic vector of each
topic were obtained. We drew on the word vector training
method of the character-word joint of Chen et al. [31] and
integrated the word vector of the BERT model in the training
process of the LDA topic vector. In order to verify the accu-
racy of the model, a comparative experiment was performed
with the original LDA subject vector training method, and the
results are shown in Table 2. The results show that subject
vector training through a variety of vector fusion can get
better results in subject relevance.

Then, the optimised topic vector was embedded in the
BERT model, and the word vector TBij (ω C δ C ρ C µ′) of
the fused topic vector was obtained and passed into the bidi-
rectional Transformer encoder. On the basis of the BERT-base
model, we trained five epochs on a GTX1080ti and built a
BERT sentiment classifier to pass the epoch training results
into Step 4. In the in-depth pre-training stage of the BERT
target field, we input the corpus TW, which contained the
publicly annotated data set of Sina Weibo (41,768 posi-
tive samples and 59,518 negative samples) and 5% of the
manual annotation data set of the Anti-ELAB Movement
(1,041 positive samples and 1,521 negative samples), a total
of 103,848. We randomly shuffled through the shuffle func-
tion to obtain 73,316 training sets and 31,421 test sets of
the corpus TW. We set the initial learning rate as 1e-6, the
batch size was 24, and the dropout rate was 0.4. The training
process is shown in Fig.4. When the epoch reached 400,
the AUC value did not increase, so we set the epoch training
times to 400.

FIGURE 4. Iterative Process of BERT-LDA Deep Pre-training Model.

The optimal loss value of the test set was calculated to
be 0.065, and the optimal AUC value was 0.9962. As a
result, the trained pre-training model was transferred to the

fine-tuning model of the sentiment classification task for the
Anti-ELAB Movement, in order to analyse the emotional
evolution trends of the Anti-ELAB Movement in-depth.

C. AN EMPIRICAL ANALYSIS OF THE EMOTIONAL
EVOLUTION OF HONG KONG’s ANTI-ELAB
MOVEMENT
In order to analyse the emotional evolution process of posting
and comment data in different time periods, we performed a
statistical analysis and data visualisation on 105,349 posts
and comment data (corpus TC) after pre-processing. Accord-
ing to the time nodes of important events and the num-
ber of posts and comments, we divided the Hong Kong
Anti-ELAB Movement into three-time segments (q = 3),
where q1 was the incubation period (25 April, 2019–31
May, 2019), q2 was the formation period (1 June,
2019–9 July, 2019), and q3 was the period of volatility
(10 July, 2019–20 August, 2019). The analysis results are
shown in Fig.5 (the figure above shows the analysis results
of comment data, and the figure below shows the analysis
results of posting data). It is not difficult to see that the trend
of the comment volume curve and the posting volume curve
in the figure is basically consistent. During the latent period,
there were no major waves, but in the formation period, there
were two peaks of public opinion in the volume of comments
and posts. Through tracing the source, we found that the two
peaks featured intense discussions around the parade on the
day. During the period of fluctuation, the volume of public
opinion varied, and the trend of public opinion volume was
highly consistent with the time axis of the demonstration.
The high peak value and demonstration activities generally
occurred at the weekend.

FIGURE 5. The evolution of the number of comments and posts in the
Hong Kong Anti-ELAB Movement.

For the sentiment classification task of the Anti-ELAB
Movement, we transferred the epoch training results out-
put of Step 4 to Step 5 for fine-tuning. In accor-
dance with the BERT fine-tuning model, the sentiment
value of each document in the TC was calculated, and
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then converted into the corresponding emotional polar-
ity according to the Boolean condition judgment, and
the number of positive and negative texts and the emo-
tional mean value were calculated to obtain the RTC =
(MnEpos(TC i),MnEneg(TC i),VarEpos(TC i),VarEneg(TC i))
of public opinion sentiment classification of the Anti-ELAB
Movement. We integrated RTC into the time series set
TC_time(q = 3) to obtain the coarse-grained ‘text
time’ emotional time series evolution result time_RTC =
{time_RTC1, time_RTC2, time_RTC3. It can be visualised as
the classification map of emotional tendency (a), the mean
value and variance of positive emotion (b), and the mean
value and variance of negative emotion (c) as shown in Fig. 6.

According to Fig.6(a), the number of positive and negative
comments during the q2 period both increased significantly,
and public opinion began to shift from confrontation to a
situation dominated by negative comments. During the q3
period, the number of negative comments far exceeded the
positive comments. With the continuous evolution of the
Anti-ELAB Movement, netizens paid increasing amounts of
attention to it, and there were more and more critical and
negative emotions. According to the emotional transmission
law of public opinion events, netizens are more likely to
express negative emotions such as anger and anxiety after
public opinion events occur [21]. When negative emotions
lack the guidance of positive opinion leaders, netizens are
more likely to go to extremes. From Fig.6(b) and Fig.6(c),
with the evolution of the Anti-ELABMovement, the value of
MnEpos(TC i),MnEneg(TC i),VarEpos(TC i),VarEneg(TC i) all
decreased. In the q2 and q3 periods, as the number of netizens
participating in the discussion increased, netizens’ moods
became more stable, and their attitudes became clearer,
although public opinion tended to be negative overall.

In order to corroborate the above point of view and anal-
yse deeply the key role of opinion leaders in the process
of netizens’ emotional evolution, we also conducted a topic
analysis and calculated the emotional value of the posts and
comments of the other 10 opinion leaders in the q2 and
q3 periods. It turns out that these opinion leaders are not
only the guides of public opinion but also the producers of
public opinion. The public opinion comments made by these
opinion leaders tended to be negative. Therefore, the more
opinion leaders commenting on the incident, the greater the
negative impact on netizens. At the same time, according to
the silent spiral theory, the number of netizens who started to
hold positive attitudes gradually decreased as negative atti-
tudes became increasingly dominant. These factors together
caused the phenomenon of negative emotions dominating
during q2 and q3.

D. A FINE-GRAINED ANALYSIS OF THE EMOTIONAL
EVOLUTION OF THE TOPIC OF THE HONG KONG
ANTI-ELAB MOVEMENT
In order to further analyse the topic emotion evolution trend
of netizens in the Anti-ELAB Movement, and provide a rea-
sonable basis for the emotion evolution distribution results,

FIGURE 6. The overall emotional evolution distribution of the Anti-ELAB
Movement in different periods.

we introduced the improved BERT-LDAmodel to analyse the
fine-grained topic emotion in accordance with Step 5 of the
third part of the algorithm in Section II. After many exper-
iments, we finally chose the a priori parameter combination
of α = 50/L and β = 0.01 and use 5-fold cross-validation to
iterate 2,000 times on the training set and 1,000 times on the
test set. As shown in Table 3, after iterative calculation, when
l = 3, the topic similarity is 0.7102. At this time, the topic
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TABLE 3. The topic iterative optimisation results of the anti-elab movement after the improvement of the bert-lda algorithm.

TABLE 4. The naming results of public opinion topic of the anti-elab movement in different periods.

similarity reaches the minimum, and the number of topics is
optimal.

The document distribution TTC corresponding to the opti-
mal number of topics (l = 3) after iteration was integrated
into the time series text set TC_time (q=3). We set the
document composed of the title of the post as TC1, the
document composed of the content of the opinion leader’s
post, and the comment content of the post as TC2; and the
document composed of the comment content of all posts was
TC3, divided into three-time segments q1, q2, and q3 for
modelling. We selected the netizen ‘Yiyu∗∗ shentan’ with
the most posts (TC ′2, 153 posts and 1,645 comments on the
posts) and the netizen ‘Ji∗∗he’ with the most comments,
(TC ′′2 , 12 posts, 83,037 comments on the posts) as the repre-
sentatives of opinion leaders in the Anti-ELAB Movement.
A total of 10 LDA topic results were generated, which
were (TC1, q1), (TC1, q2), (TC1, q3), (TC

′

2, q1), (TC
′

2, q2),
(TC ′2, q2), (TC

′′

2, q3), (TC3, q1), (TC3, q2), (TC3, q3). The
respective subject words are presented in word cloud form
according to probability, as shown in Fig.7.

In Fig.7, since each LDA topic model is assigned 3 topic
classifications, 30 different topic results are calculated by
evolution. Each topic is set to contain 9 keywords, and the
topic is named according to the probability distribution of
keywords. The topic naming results are shown in Table 4.
Taking (TC3, q1) as an example, in its three topic classifica-
tions, the keywords with the highest occurrence probability
of topic 1 are: P(Hong Kong)= 0.0159, P (Middle School)=
0.0136, P(Parade) = 0.0116, the subject 1 (TC3, q1)1 was
named ‘Hong Kong Middle School Parade’. In the same

way, topic 2 (TC3, q1)2 was named ‘Government Fugi-
tive Offenders Regulations’; topic 3 (TC3, q1)3 was named
‘Hong Kong’.

According to the theme naming results in Table 4 and the
evolutionary distribution in Fig.3, from the time dimension
analysed, the topic of the q1 period was an objective discus-
sion of the main body of the Anti-ELABMovement. Netizens
were in a rational state, without radical speech and offline
activities, and in the period of latent risk and public opinion
origination. The theme of the q2 period was more distinctive.
Both ‘Fan Song Zhong’ and ’Fan Xiu Li’ clearly indicated the
subjective attitudes of netizens to the Anti-ELABMovement,
and their speeches were gradually becoming extreme. During
this period, public opinion was boiling, and rumours were
spreading. q3 was an expansion of public opinion which
developed during the period of q2. There have been seven
peaks in public opinion. During this period, netizens began to
move from online condemnation to offline activities. Public
opinion became stronger and more consistent.

In order to further study, the coupling degree between
opinion leaders and netizens’ opinions in the process of the
Anti-ELAB Movement, we made a horizontal comparison
of the thematic characteristics among different research sub-
jects. It was not surprising to find that the theme features of
TC2 and TC3 were highly consistent, which to a certain extent
reflects the role of opinion leaders in the event as leaders of
public opinion; their ability to guide public opinion overall
cannot be underestimated. This conclusion is consistent with
the point of view of Chen Yixin et al. [32]. He believes that
the more consistent the group views become after stability,
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FIGURE 7. The word cloud of LDA Topic Evolution of the Anti-ELAB Movement in different periods.

FIGURE 8. Emotional evolution analysis of the Anti-ELAB Movement under ‘text topic’ in different periods.

the closer the average views are to the opinions of opinion
leaders.

Based on the emotional evolution distribution analysed,
in order to further explore the emotional evolution trend
under the perspective of multi-dimensional topics, and in

accordance with Step 5 in the algorithm of part C of
Section II, we performed sentiment analysis under multi-
ple dimensions of ‘text topic’ on the full sample data. The
sentiment analysis result time_TTC = {(time_TTC1, 3),
(time_TTC2, 3), (time_TTC3, 3)} is shown in Fig. 8.
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According to Fig.8, ‘HKMSP’ is the abbreviation of
Hong Kong middle school parade; ‘GFOO’ is the abbrevia-
tion of the government FugitiveOffenders Ordinance; ‘HK’ is
the abbreviation of the HongKong; ‘RHK’ is the abbreviation
of the revival Hong Kong; ‘HGLGR’ is the abbreviation of
the hi, go left, go right; ‘YL Reporter’ is the abbreviation of
the Yuen Long reporter. Obviously, netizens had the strongest
negative emotions on the topic of ‘revival Hong Kong’ during
the q2 period, and the negative comments on the topics of
‘violent incidents’ and ‘Hong Kong police’ during the q3
period far exceeded the positive comments. This shows that
netizens were most concerned about three themes, and these
triggered a fierce manifestation of public opinion. The theme
of ‘revival Hong Kong’ in the forum was closely related to
the extreme slogan of ‘revival Hong Kong, the revolution
of the times’ which appeared in the demonstration activities.
The themes of ‘violent incidents’ and ‘Hong Kong police’
in the forum are also related to the violent clashes between
radicals and the Hong Kong police. This proves that in the
Hong Kong Anti-ELAB Movement, Internet public opinion
deeply reflected the influence of demonstrations, and demon-
strations also contributed to the spread of Internet negative
public opinion. Therefore, the control of such large-scale
public opinion events could start with the identification of
emotional themes with the greatest negative emotions, com-
bining the Internet and real life, while paying attention to
the specific events reflected by such themes, and by finding
targeted public opinion solutions.

IV. CONCLUSION
We focussed on the hot Internet public opinion incident of
the Anti-ELABMovement. An improved BERT-LDA hybrid
model was constructed in a complex Cantonese context,
involving the mixture of Chinese and English, as well as
traditional characters and emoticons. Through the analysis
and prediction of sentiment evolution of public opinion data,
we attempted to investigate the laws of emotional evolution
for such large-scale public opinion events, and we proposed
an emotion value measurement algorithm based on machine
learning. We analysed the theme characteristics of differ-
ent research subjects from multi-dimensional perspectives
through the analysis of ’theme’ evolution, and deeply anal-
ysed the netizens’ public opinion attitudes towards different
topics through the emotional analysis of ‘text theme’. We use
the BERT-LDA hybrid model to predict the evolution of
public opinion and emotional trends in complex contexts,
with an average error rate of not more than 9.95%.

The empirical study shows that the event is still in a fluc-
tuation period from the perspective of the recent evolution
and prediction of public opinion, and there is no sign of
public opinion dissipation; it may even foment to a certain
extent. From the perspective of the emotional evolution law
of such large-scale public opinion events, opinion leaders are
the guides of public opinion and they are also the producers of
public opinion. When public opinion is one-sided, the emo-
tional tendency of netizens is close to that of opinion leaders.

From the perspective of public opinion control measures, the
intervention and control effect of the Hong Kong government
can be strengthened. When dealing with relevant public opin-
ion incidents, the government should actively seize the posi-
tion of opinion leaders, increase the cost of opinion leaders’
malicious participation, restrict the malicious incitement of
negative opinion leaders, and promote the early settlement of
the Anti-ELAB Movement as soon as possible.
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